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Abstract—The MiniLab Enova mobile robot is presented in
this paper. The main aim is to implement multi-master systems
for managing a wireless communication network of multiple
robots. A communication control scheme for multiple MiniLab
Enova mobile robots was developed using ROS (Robot Operating
System). ROS multi-master system is build from two or more ROS
networks, each one with its own roscore node. For multiple robots,
there are namespace conflict with ROS topics in a single master
system. This limitation can be overcome using multiple masters.
With this framework, it is possible to control the movement of
multiple robots via a wireless communication network using only
one monitoring computer.

Keywords—mobile robot, wireless communication, ROS(Robot
Operating System) , multi-master system

I. INTRODUCTION

Mobile robots are classified by the environment in which
they travel such as: land or home robots are usually referred to
as Unmanned Ground Vehicles (UGVs) [1] [2], aerial robots
are usually referred to as Unmanned Aerial Vehicles (UAVs)
[3] [4], and underwater robots are usually called Autonomous
Underwater Vehicles (AUVs) [5] [6]. In industrial applications,
Automatic Guided Vehicle (AGVs) [7] [8] [9] are the most
frequently used mobile robots to deliver or transport materials
around a manufacturing facility or warehouse.

Modern manufacturing facilities more and more frequently
lead to a highly decentralized system with self-organized
modules that provide flexibility and improve adaptability to
achieve better performance and efficiency. Modern factories
are altering rapidly by optimizing adaptations for changes
in market fluctuations such as shorter production time, mass
customization and increased delivery speed. One of the main
advantages of smart factories are robustness due to decentral-
ization of the control system to avoid single point of failure
problems.

Multiple robot systems for modern factories have received
a lot of interest both from a theoretical and simulation views
[10]. In [11], a new method was proposed to design a
tracking controller for one nonholonomic mobile robot such
that the tracking errors converge to zero for any arbitrary
initial tracking error in a fixed-time. For discrete time system,
[12] a decentralized model predictive protocol which uses the
difference between two consecutive inputs is derived such that
the consensus problem for multiple mobile robots is solved.

mohamed.djemai @uphf.fr

It is clear that for multiple cooperative robots, the com-
munication architecture and topology play a vital role in
distributed network since they dictate how robots will share in-
formation among each other. In [13], a wireless communication
for mobile robots was proposed based on parallel processing
and data transfer for various network topologies. However,
it is not possible to add a new node during network. Robot
Operating System (ROS) as robotic standard programming
provides an efficient solution to solve this problem.

In practice, for the communication aspects, the Robot
Operating System (ROS) [14] has been implemented. ROS
offers a wide range of controllers for various hardware plat-
forms. Drivers for several robots, sensor devices and a well-
defined structure for communication. For the communication
between agents, it is possible to share information for any other
agent which is interested in (Publisher/Subscriber) or arrange
a point to point information exchange (Service/Client). For
the communication between two or more ROS networks, ROS
multi-master systems are used.

ROS multi-master system comprise two or more ROS
networks where each network has its own roscore nodes. Since
each robot uses the same software architecture and has the
same nodes, issue some problems due to same node name
arises in the overall network. This issue can be solved by using
different namespaces for each robot. With this framework, it
is possible to control the movement of multiple robots via
wireless communication network using only one monitoring
computer. This solution using multi-master systems is called
multimaster fkie.

This paper focuses on the implementation of a decen-
tralized control architecture based on multi-master systems
using multiple MiniLab Enova Robot while managing the
wireless communication network. This configuration can be
easily implemented using common ROS tools.

This paper is structured as follows. Section 2 presents a
general description of the MiniLab Enova Robot platform.
In Section 3, a ROS overview and multimaster fkie are
discussed. Section 4 presents the framework of the decen-
tralized communication architecture. Section 5 introduces the
use cases and the experiments done for the validation of such
an architecture. Finally, conclusions are summarized and the
future work is discussed in the last section.

978-1-5386-7641-7/18/531.00 ©2018 IEEE
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II. MINILAB ENOVA ROBOT PLATFORM

The MiniLab robot Enova ROBOTICS, as shown in Fig.
1. 1s a medium-sized mobile robot that offers the best trade-
off between robustness and economic competitiveness. The
control architecture of the Mini-Lab robot is an open-source
based on the Robot Operating System (ROS). ROS is a flexible
framework for writing robotic software. It includes several
contributed libraries and packages as localization, mapping,
planning, perception, etc.

Fig. 1. MiniLab Enova Robot

A. MiniLab Hardware Components

Mini-Lab Enova Robot is equipped with a wide variety of
parts and sensors that can become useful in navigation tasks,
such 5 ultrasonic sensors, 5 infra-red (IR) distance sensors
which provide the distance from obstacles to the robot, orbbec
camera, encoders with a resolution of 16 bits, LED indicators,
buttons and two DC motors. The maximum speed of the
robot is 1.5m/s in both forward and backward movement.
The maximum slope angle is 10°. Each wheel has a driving
motor mounted on his axis. The wheels have been chosen to
provide more accurate odometry localization. The robot can
navigate autonomously or teleoperated using its camera, which
transmits video in real time.

MiniLab is optimized for indoor applications, with dimen-
sions of 0.409m x 0.364m x 0.231m in width x length x height
and weighing 11.5kg. It also has a load capacity of 3kg. Fig.
2 shows the dimensions of MiniLab robot.

Fig. 2. Dimensions of MiniLab Enova Robot

The processing on the MiniLab is performed by a Intel
Atom X86. Each robot has its own wireless router to connect
the MiniLab to the network. It allows to design a communi-
cation network for multiple robots. The MiniLab is powered
by 12V battery for 4 hours of autonomy.

Some hardware descriptions of the MiniLab Enova robot
will be explained in the following.

1) Intel Atom N2800: Intel Atom 1s the brand name for a
line of ultra-low-voltage x86-64 microprocessors by Intel Cor-
poration. Atom is mainly used in netbooks, nettops, embedded
applications ranging from health care to advanced robotics,
and mobile Internet devices (MIDs). The line was originally
designed in 45 nm complementary metaloxidesemiconduc-
tor (CMOS) technology and subsequent models, codenamed
Cedar, used a 32 nm process. Fig. 3 depicts the processor
board of Intel Atom N2800.

Fig. 3. Intel Atom N2800

2) TL-WRSE02N Wireless Routers: Each MiniLab Enova
mobile robot is equipped with one TL-WR802N wireless
router as shown in Fig. 4. This device performs the functions
of arouter and also includes functions of wireless access point.
It 1s used to provide access to Internet or a private computer
network. This router has 300Mbps wireless data rate with
several operation modes such as router, repeater, client, access
point and hotspot. Powered through a micro USB port by an
external power adapter or USB connection to a computer it
provides flexibility for any situation.

Fig. 4. TL-WRS02N Wireless routers

3) Roboteq Controller: Fitting into a very compact
73x73mm enclosure, Roboteqs SDC2130 controller is de-
signed to convert commands received from an RC radio,
Analog Joystick, wireless modem, PC (via RS232 or USB) or
microcomputer into high voltage and high current output for
driving one or two DC motors. A CAN bus interface allows
up to 127 controllers to communicate at up to 1Mbit/s on a
single twisted pair. Fig. 5 illustrates the Roboteq controller.

Fig. 5. Roboteq SDC2130 controller
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The controller features a high-performance 32-bit micro-
computer and quadrature encoder inputs to perform advanced
motion control algorithms in open loop or closed loop (speed
or position). The SDC21xx features several analog, pulse and
digital I/Os which can be remapped as command or feedback
inputs, limit switches, or many other functions.

For mobile robotic applications, the controller two motor
channels can either be operated independently or mixed to
set the direction and rotation of a vehicle by coordinating the
motion of each motor.

III. ROBOT OPERATING SYSTEM

Robot Operating System (ROS) is a framework that is
widely used in robotics. The philosophy is to make a piece
of software that could work in other robots by making little
changes in the code. What we get with this idea is to create
functionalities that can be shared and used in other robots
without much effort so that we do not reinvent the wheel.

ROS was originally developed in 2007 by the Stanford
Artificial Intelligence Laboratory (SAIL) with the support of
the Stanford AI Robot project. As of 2008, development
continues primarily at Willow Garage, a robotics research
institute, with more than 20 institutions collaborating within
a federated development model. A lot of research institutions
have started to develop projects in ROS by adding hardware
and sharing their code samples. Also, the companies have
started to adapt their products to be used in ROS.

The sensors and actuators used in robotics have also been
adapted to be used with ROS. Every day an increasing number
of devices are supported by this framework. ROS provides
standard operating system facilities such as hardware abstrac-
tion, low-level device control, implementation of commonly
used functionalities, message passing between processes, and
package management. It is based on graph architecture with a
centralized topology where processing takes place in nodes that
may receive or post, such as multiplex sensor, control, state,
planning, actuator, and so on. The library is geared towards a
Unix-like system (Ubuntu Linux is listed as supported while
other variants such as Fedora and Mac OS X are considered
experimental).

ROS multi-master system [15] is built from two or more
ROS networks, each one with its own roscore node. For this
purpose we need a package called multimaster fkie [16].
This package can be easily installed as shown below

$sudo apt-get install ros-indigo—multimaster-
fkie

This package offers a set of nodes to establish and manage
a multi-master network. This requires no or minimal configura-
tion. The changes are automatically detected and synchronized.
The multimaster fkie allows two substantial nodes: the
master discovery and the master sync nodes to run
simultaneously.

The main features of master discovery is to send
multicast messages periodically to the ROS network to make
the other roscore environments aware of its presence. It
also detects the changes in the local network and informs all
roscore about these changes.

The other nodes called master sync enable us to select
which hosts, topics and services which should be synchronized
or ignored between different rosceore. It also helps to register
and update information of topics and services to the local
roscore.

IV. DECENTRALIZED COMMUNICATION ARCHITECTURE

In general, MiniLab Enova mobile robot has its own
ROS network (either wired, wireless or a combination of
both), where a single roscore manages all the communications
between all the ROS nodes, either in a single computer or
multiple computers in the same network (depending on the
complexity and computational needs of the system). See Fig.
6 for a generic hardware setup of such configuration.
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Fig. 6. MiniLab robot setup for single ROS system

In multi-agent systems, multiple robots need to exchange
information. Using ROS, there is two possible solutions which
can create a single large ROS network managed by a single
roscore node or create a configuration to allow information to
be exchanged between ROS sub-systems.

Workstation
ROS5 Network

(@

workstation
192.168.0.11x

Minilabl ROS Network. Minilab2 ROS Network. Minilab3 ROS Network
N N )
D Minilab2robot Minilab3robot
— 192.168.0.102 192.168.0.103

‘\_//'/

Fig. 7. MiniLab robot mns its own master managing local communication.

Fig. 7 illustrate the configuration of 3 robots to allow
information to be exchanged between ROS sub-systems. With
this distributed approach, every robot executes its own master.
Local inter-process communication is handled by the local
master while global communication between robots is handled
by a special communication package. Robots may communi-
cate directly forming an ad hoc wireless network and do not
rely on a central controller.




2018 6th Intemational Conference on Control Engineering & Information Technology (CEIT), 25-27 October 2018, Istanbul, Turkey

Workstation
ROS Network

&’
Minilab3 ROS Network

N
@ )
—  Minilab3mbaot ™
192.168.0,103 rﬁ. dlab ROIS N k
Mindati2 ROSNetwork ™ i R S

TIPS TN

C ' )
) ]
dinilab2 Minilab1robiot ™y
MinilabZroot el ,/l

[ {
- '““"“’)/ Cooperative vy
\__J\h/h k&- A

=% Control weo
al

Follower? = Follower1

Fig. 8. Multiple robots wireless decentralized communication architecture

See Fig. 8, it is example of possible hardware configuration
for multiple robots wireless decentralized communication ar-
chitecture. Note that in Fig. 8, the multi-agent system consists
of one leader and two followers which are connected to the
leader wireless network and one monitoring workstation which
is also connected to the leader.

Fig. 9. Network topology for the illustrative example.

V. MINILAB AS PLATFORM FOR COOPERATIVE CONTROL
OF MULTI-AGENT SYSTEMS

In this section, we will present the procedure for the im-
plementation of the decentralized configuration explained Fig.
8 and Fig. 9. First, we need to configure address reservation
and verify this the reservation from PC workstation. To have
a proper configuration of the network, we need to modify the
Jetc/hosts file from each robots and PC. Afterward we can start
multimaster fkie package for our topology. So that we
can try our cooperative control protocol on this ROS network
configuration.

A. Routers Address Reservation

We need to specify a dedicated IP address for all robots
and workstation in the ROS Network, such that all robots and
workstation will always receive the same IP address each time
when it connects to the DHCP (Dynamic Host Configuration
Protocol Server) server. Since each MiniLab Enova robot
requires a permanent IP address, we need to configure the
address reservation of the router.

First, we open the web browser and in the address bar,
type in: http://192.168.0.254. Then, type the username and
password in the login page. Then, you should click on
DHCP—>Address Reservation on the left side and click Add
New button. The MAC and IP address should be given and
the status should be selected as enabled. This configuration is
shown in Fig. 10.

Note that the MAC address is the MAC address of the
device where you want to reserve the IP address. For our case,

we need to know the MAC address of each router in the robot
and PC workstation. The IP address of the robots are reserved
with 192.168.0.2xx and for the workstation 192.168.0.11x

TLWRBOZN

« [ D 192.168.0.254

300M Wireless N Nano Router
Whoxied Mo, TLWRBIZN

TP-LINK'

0 MAC Address Reserved IP Address Stas Moty

1 INDSCTENTODL 10218000200 Enabied Moty Dajele
108CTSRTIFC 1921880208 Enatied Moaty Daiets
ABAFFASE AEH 1923680111 Enabied Moty Dalste

Add New... Enable All Dsable All Crelete All

Fig. 10. TP-Link Address Reservation

B. Wireless connection of the leader

To verify the reservation of the IP address for the PC
workstation, we have just to connect to the wifi of the leader
and we can see from connection information of the PC
workstation as shown in Fig. 11.

an Information

o‘ Active Network Connections
ML201704003 (default)

General

Interface: 80211 WIFi (wlan0)

Hardware Address: BS:9F:FA:6EAE:S

Driver:

Speed: 130 Mb/fs
Security: Hone

1Pvd

1P Address: 192.168.0.11

Broadcast Address: 192.168.0.255
Subnet Mask 255.255.255.0
Default Route: 192.168.0.254
Primary DNS: 192.168.0.254

IPvE

Close

Fig. 11.  Wireless connection to the leader

C. Host name and IP address binding

For each robot and workstation, it is necessary to modify
the /erc/hosts file using text editor. Fig. 12 shows the contents
of this file for the workstation for the example presented in
Fig. 8.

Fig. 13 shows the contents of this file for each robot for
the example presented in Fig. 8.

To verify the appropriate configuration of the network,
before launching any ROS nodes, it is interesting to ping all
other robots from the workstation, using both the host name
and the IP address. If all the pings return a reply, the network
has been properly configured.
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hosts x
127.0.08.1 localhost
127.6.1.1 lanihminilab

lanihminilab
mini-followerl
mini-follower2
mini- Leader

192.168.0.111
192.168.0.101
192.168.0.102
192.168.0.103

Fig. 12.  Contents of the /ferc/hosts file for the workstation for the example
presented in Fig.8

OS89 user@user: -
[N nano 2.2.6 _ File: Jetc/hosts _____ Hodified ]

127.8.06.1
192.168.1.225

localhost
user.255.255.255.0 user

192.168.0.101 mini-followerl
192.168.8.182 mini-follower2

192.168.0.103 minli-leader
192.168.8.111 lamihminilab

Fig. 13, Contents of the fetc/hosts file for each robot for the example
presented in Fig. 8

Using the current console, the following command should
be executed, where hostname or IP address must be the IP
address or host name of each robot and the workstation.

Sexport ROS_MASTER URI=http://<hest ip>:11311

SROS_MASTER_ URI is required setting that tells nodes where
they can locate the master.

For all robots and the workstation, we have to verify if the
multicast feature (group communication) is temporary enabled
using the following command:

$sude sh -c¢ "echo 0 /proc/sys/net/ipvd/icmp
echo_ignore_broadcasts"

If this command returns 0, the multicast feature 1s enabled.
However, when all robots and workstation restart, this config-
uration will be lost.

Now, the ROS network has been configured as multi
master. The next step is to discover and synchronize each robot
and the workstation.

D. Technical check

It is time to launch the multimaster fkie nodes and
take a first look at how it works. First of all, it 1s needed to
launch a local roscore on each computer

Sroscore

Then, the master_discovery node should be launched in
each computer, passing as an argument the mcast_group pa-
rameter to specify the multicast address to be used.

Srosrun master_discovery_ fkie master
discovery_ mcast_ group:=224.0.0.1

Afterwards, the master_sync node should be launched in
each computer. Without any additional parameter, all topics
and services on all computers will be synchronized with all
others.

Srosrun master_sync_ fkie master_ sync

When both nodes are running on all robots and workstation,
the following command will list all the available ROS masters
on the common network.

$rosservice call /master_discovery/list_masters

Fig. 14 shows the information reported by this command
for the example presented in Fig. 8.

lamth-minilab@lanthminilab:~5 rosservice call /master_discovery/list_masters
masters:

name: 192.168.0.181

uri: http://192.168.8.181:11311/
timestamp: 1527161324.16
timestamp_local: 1527161324.16

online: True

discoverer_name: /master_discovery
monltoruri: http:/f192.168.8.181:11611

name: 192.168.68.183

uri: http://192.168.8.183:11311/
timestamp: 1527161442.47
timestamp_local: 1527161434.65

online: True

discoverer_name: [leader/master_discovery
monitoruri: http://192.168.68.163:11611

name: lamihminilab

uri: http://lanihminilab:11311/
timestamp: 1527168708.062
timestamp_local: 1527160786.62
online: True

discoverer_name: /master_discovery
monitoruri: http://localhest:11611

name: 192.168.0.182

uri: http://192.168.0.102:11311/

timestamp: 1527198606874

timestamp_local: 1527198687.67

online: True

discoverer_name: [master_discovery

monitorurl: http:/f192.168.6.102:11611
lamih-minilab@lanthminilab:~$

Fig. 14. Information reported by the rosservice call command for the example
presented in Fig. 8

VI. EXPERIMENTAL RESULTS FOR THE CONSENSUS
ALGORITHM FOR SECOND-ORDER MAS

This subsection focusses on the consensus problem for
second order MAS using MiniLab Enova robots. In fig. 15
the experimental setup used for the implementation of the
consensus protocol is presented.

Fig. 15. Experimental setup for the illustration of the consensus protocol.

Consider a multi-agent system consisting of a leader la-
beled by 0, and two followers, labeled by ¢ € 1, 2.. The leader
dynamics is given by the following second-order system

{531,[) = Izp (1

20 = f(t,r1,0,720)
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where x5 = [z10,720]7 € R? is the leader state and
f(t,x10,70,) is its inherent dynamics. The dynamics of the
ith follower is as follows

T1i =
Ti =

where x; = [:I']_‘,'_.:I'Q‘,']T c R? (resp. u; € R is the state (resp.
control input) of the ith followers (i = 1, 2).

T i
flt w1, @) + s 2)

We apply the consensus algorithm proposed in [17]

2
Ui = — Z{l,‘j [(:l‘.‘]_‘,' — :I’.‘]_‘j) - ‘f(:l‘.‘g‘,' — :rg‘j)]_. 1= 1_.2.
=1

3)

where a;; is the (i, j) entry of the adjacency matrix A, €
R?%2 and ~ is a positive scalar. When xy; and x5 ; denote,
respectively, the position and velocity of the ith follower,
(3) represents the acceleration of that agent. With (3), the
consensus is achieved or reached by the team of agents if, for
all 1 ;(0) and =5 ;(0) and all 4, j = 1,2., zy o(t)—z1:(t) = 0
and xg(t) — 0 ;(t) = 0, as t — oc.

We use a directed graph for the communication topology
between agents as shown in Fig. 16,

Fig. 16. Communication topology

Fig. 17 shows the evolution of the position of each agent
using consensus algorithm (3) under the interaction topology
given by Fig. 16

25 T
—Loader
——hAgentl
2 Ageni2
Eis 3(
E
K fb“w‘w ______
.
o
0.5
0 .
0 10 0 3 40 50 60 0 80 0 100
Time (sec)
Fig. 17. Robot position for the considered experimental results using

consensus protocol (3).

VII. CONCLUSION

The multi-agent system framework was presented using
Robot Operating System (ROS). It is clear from these pre-
liminary results that the proposed multi-master system works
properly. Using this scheme, it is possible that multiple robots
communicate through a wireless network. Also, it is possible
to use this low cost configuration to use only one workstation
for monitoring and control of multiple robots.
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